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ABSTRACT: Nanopore sensor conceptually represents an ideal single
molecule counting device due to its unique partitioning-free, label-free
electronic sensing. Existing theories and experiments have shown that
sample concentration is proportional to the molecule translocation rate.
However, a detailed nanopore geometry and size characterization or a
calibration curve of concentration standards are often required for
quantifying the unknown sample. In this work, we proposed and
validated a calibration-free nanopore single molecule digital counting
method for isolated molecule quantification. With the background ions
as the in situ references, the molecule translocation rates can be
normalized to the ion translocation rates (i.e., baseline current). This in
situ reference alleviates the requirement for knowing the nanopore
geometry and size or generating a calibration curve. In recognition of
this effect, we developed a quantitative model for nanopore quantification without the need for prior knowledge of experimental
conditions such as nanopore geometry, size, and applied voltage. This model was experimentally validated for different
nanopores and DNA molecules with different sizes. We anticipate this calibration-free digital counting approach would provide
a new avenue for nanopore-based molecule sensing.

Q uantification of isolated biomolecules such as DNAs,
RNAs, and proteins is of critical importance for various

applications in environmental, medical, and food science
studies.1,2 This process is routinely accomplished by bulk-
based optical sensing methods such as UV−Vis spectropho-
tometry3 or dye-based fluorimetry.4 The resulting analog
readout signal is proportional to the bulk sample concen-
tration, the value of which can be determined with a reference
curve (Figure 1a). In contrast to the analog sensing method,
digital assays have emerged as a highly sensitive approach for
concentration quantification.5 Notable examples include digital
PCR,6−8 digital ELISA (enzyme-linked immunosorbent
assay),9−11 and digital ELOHA (enzyme-linked oligonucleo-
tide hybridization assay).12 The general concept of the digital
assays is that the sample is physically partitioned into many
small chambers such that each partition contains a discrete
number of molecules (0, 1, 2, . . .). Each partition gives a
binary 0 or 1 signal corresponding to the case of no molecule
presented and at least one molecule presented, respectively.
Note that the digital assay does not necessarily mean each
partition has either zero or one molecule. With Poisson
statistics, the sample concentration can be estimated by −ln(1
− p), where p is the ratio of the positive partitions over total
partitions (Figure 1b).
The digital assays so far are predominated by physical

partitioning and optical detection methods to generate the
binary signal. Nanopore-based sensors13−27 allow single
molecules to be analyzed electronically without the need for
labeling and partitioning. Conceptually, nanopore sensor

represents an ideal single molecule counting device due to
its unique features of label-free electronic sensing, single-
molecule sensitivity, and potential reusability. When a single
molecule is electrophoretically driven through the nanopore, a
detectable ionic current blockade generates a digital “1” signal,
the rate of which is proportional to the sample concentration
(Figure 1c). Resolving this digital event itself is much easier
than analyzing its analog features such as magnitude and
duration of the current dip.
Existing theories16,28,29 and experiments13,30,31 have shown

that when interactions between molecules are negligible, the
molecule molar concentration (mol/m3) is linearly related to
the translocation rate (s−1) as R = αNAC, where NA is the
Avogadro constant and α is usually referred to as the capture
rate.28,32 Wanunu et al. successfully applied this principle to
quantify the isolated miR122a electronically.33 Since capture
rate α strongly depends on experimental parameters such as
nanopore geometry,28,34 temperature,30,35 molecule size,16 and
applied voltage,36,37 a calibration curve of the rate versus
concentration was necessary to infer the unknown sample
concentration.33 Moreover, the calibration curve must be
obtained under the same experimental conditions for
comparable capture rate α. Unfortunately, generating this
calibration curve is often time-consuming and challenging due
to nanopore clogging issues.38,39
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In this work, we set out to develop a calibration-free
nanopore single molecule counting method for isolated
molecule quantification. We first studied the statistics of the
molecule translocation rate and developed an experimentally
practical method to measure the rate. We developed a
quantitative model for molecule quantification without the
need for prior knowledge of experimental conditions such as
nanopore geometry, size, and applied voltage. This is achieved
by using the background ions as the in situ reference such that
the molecule translocation rates can be normalized to the ion
translocation rates (baseline current). This model was
experimentally validated for different nanopores and DNA
molecules with different sizes. While the results presented in
this work were from glass nanopores and DNA molecules, the
principle could be well extended to other nanopore types and
other charged molecules.

■ EXPERIMENTAL SECTION
Materials and Chemicals. 0.2 mm Ag wires (Warner

Instruments, Hamden, USA) were used to fabricate the Ag/
AgCl electrodes in house. Microinjectors of 34 gauge was
purchased from World Precision Instruments. Potassium
chloride and Tris-EDTA-buffer solution (10 mM Tris-HCl
and 1 mM EDTA) were purchased from Sigma-Aldrich.
Piranha solution was made by mixing concentrated sulfuric
acid (H2SO4) with hydrogen peroxide (H2O2). Quartz
capillaries with inner and outer diameter of 0.5 mm and 1
mm were purchased from Sutter Instrument. We filtered the
testing solutions with a 0.2 μm syringe filter (Whatman). DNA
templates (λ-DNA, 10 kbp, and 5 kbp DNA with the
concentration of 0.5 μg/μL) were purchased from Thermo-
Fisher.
Glass Nanopore Fabrication. The quartz capillaries were

first cleaned in Piranha solution for 30 min to remove organic

residues, then rinsed with DI water, and dried in an oven at
120 °C for 15 min. A two-line recipe, (1) heat 750, filament 5,
velocity 50, delay 140, and pull 50; (2) heat 710, filament 4,
velocity 30, delay 155, and pull 215, were used to pull the
capillaries with a laser pipet puller (P-2000, Sutter Instruments,
USA). This recipe typically produces nanopore size around 10
nm. Despite known batch-to-batch variations in size, the
method presented in this work is valid as long as the nanopore
can resolve the single molecule translocation (rather than
multiple molecules).

Glass Nanopore Characterization with I−V, SEM, and
TEM. Glass nanopore characterization was performed by
standard I−V measurement, SEM, and TEM imaging. For I−V
characterization, the glass nanopore was filled with 1 M KCl in
Tris-EDTA buffer by a microinjector and then immersed in the
testing solution. Home-made Ag/AgCl electrodes were used
for interfacing the electrical measurement (Figure 2a), and the
I−V curve was recorded for nanopore size estimation (Figure
2b). For SEM imaging (Figure 2c), the glass nanopore was
coated with 5 nm thick of iridium to avoid the charging effect.
TEM characterization was also performed to obtain detailed
information for the nanopore geometry and size (Figure 2d).

Single Molecule Counting Measurement and Data
Analysis. The schematic of the single molecule counting setup
is illustrated in Figure 2a. One molar KCl in Tris-EDTA buffer
was used for all DNA experiments to decrease the effect of
electroosmotic flow.40 A voltage was applied across the
nanopore by a 6363 DAQ card (National Instruments,
USA). The resulting current was amplified by a transimpe-
dance amplifier (DLPCA-200, FEMTO, Germany) and then
digitalized by 6363 DAQ card with a 100 kHz sampling rate.
The recorded current time trace was analyzed by a customized
MATLAB (MathWorks) software to extract the single
molecule translocation information regarding the interarrival

Figure 1. Comparisons for different quantification methods. (a) Analog sensing generates a signal proportional to the bulk sample concentration.
(b) In the optical digital counting, the sample is partitioned into many small containers such that each partition contains a discrete number of
biological entities. The sample concentration is determined by Poisson statistics (p is the positive ratios). (c) In nanopore digital counting, the
sample concentration is proportional to the single molecule translocation rates.
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time between translocation events, the ionic current dip, and
the molecule dwell time.

■ RESULTS AND DISCUSSION

It was previously observed that the mean time between single-
molecule capture events in solid-state nanopore follows an
exponential distribution,34 indicating a Poisson process.34,41

To validate if this is also true in our glass nanopore, we
performed studies on λ-DNAs with a serial of concentrations
ranging from 12 to 60 pM. A quick eyeball on the current time
traces in Figure 3a shows that translocation occurs more often
as the concentration increases. The extracted interarrival time
distribution also shows a remarkable exponential distribution
for each concentration (Figure 3b). Note that the exponential
fits to these distributions are usually used to obtain the hidden
translocation rate.16,34 To further confirm the Poisson process,
the same raw data sets were used to extract the probability
distribution P(n) for observing n events within a fixed time
interval (Figure 3c). Each concentration case is then fitted with
a Poisson distribution, P(n) = e−λλn/n!, where λ is the expected
occurrence of the events. In a process with the rate of R, λ =
Rdt where dt is the time interval.34 As shown in Figure 3d,
both fittings to the exponentially distributed interarrival time
and fittings to the Poisson distribution yield comparable rate
determination at different concentrations. Figure 3d also shows
there is a linear relationship between translocation rate and the

Figure 2. Experimental setup and nanopore characterization. (a)
Illustration of the experimental setup (not to scale). Ag/AgCl
electrodes were inserted to the nanopore and bulk solution to apply
the bias voltage across the nanopore. (b) A typical IV curve for glass
nanopore in 1 M KCl with Tris-EDTA-buffer solution. (c) SEM
image of the glass nanopore showing the overall shape. (d) The TEM
image of the nanopore tip showing apparent conical shape.

Figure 3. Translocation recording of λ-DNA through glass nanopore at 1 M KCl under 400 mV bias. (a) Continuous current readout illustrating
the translocation events at different DNA concentrations. The average molecular distance is around 3 μm, the interactions between molecules are
negligible. (b) Normalized distributions of interarrival time for different concentrations with monoexponential fits to the distributions. (c) The
probability distribution of the events for different concentrations. The 4 s time interval is used to better show the Poisson distribution. (d) The
translocation rate obtained from both fitting methods versus the λ-DNA concentrations.
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DNA concentrations in the glass nanopores, consistent with
the theory prediction28 and previous experimental stud-
ies.13,29,30

While both fitting methods provide a measure of the rate R,
the result can only be obtained off-line after enough digital
events were registered to generate sufficient data points for
fitting. A more practical approach to determine the rate online
is by counting the number of events per certain time while the
experiment is ongoing. Since the translocation events follow
the Poisson process, assuming n discrete single-molecule
translocation events were observed in a particular observation
time window T, one can infer the rate with a certain confidence
interval as (n ± z(n)1/2)/T, where z is the standard score. The
95% confidence interval of the rate is (n ± 1.96(n)1/2)/T.42 We
denote this approach as the n/T method hereafter. The relative
uncertainty of inferring the rate R is proportional to n−1/2. It is
thus clear that there is a trade-off between minimizing the
uncertainty (increasing n) and achieving real-time rate
determination (reducing n). Figure 4 compares the inferred

rate using the online n/T method to the rate determined by
the Poisson fitting method, using 12 pM λ-DNA sample. Two
features were observed when more digital translation events
were observed. First, the relative uncertainty (error bars) was
reduced to that of the Poisson fitting method. Second, the
mean rate estimation (diamonds) converged to the trans-
location rate obtained from the Poisson fitting method. These
two features can be seen quantitively in the inset of Figure 4,
i.e., as more digital translations were observed, both mean and
uncertainty ratios converge to 1. This validates the n/T
method for rate determination as long as sufficient trans-
locations were observed. Experimentally, we examined at least
200 events for a measurement uncertainty < 7%.
With an experimentally efficient n/T approach to determine

the rate, the next task is to determine the capture rate α. The
dynamics of molecule translocation through the nanopore
consists of three steps: (1) the molecule moves from the bulk
of the reaction chamber toward the pore entrance by a
combination of diffusion and drift forces; (2) the molecule is

captured at the entrance of the nanopore; and (3) the
molecule overcomes an entropy energy barrier and goes
through the nanopore, causing a detectable ionic current
blockade which can be detected electronically as a digital
signal.28 It is known that the capture rate α could be diffusion
limited (step 1) or barrier limited (step 3).16 The glass
nanopores used in our experiments are around 10 nm in size,
which is large enough such that the transport is diffusion
limited rather than barrier limited,43,44 as indicated by the
linear dependence of the capture rate on the voltage (Figure
S1).
In the diffusion-limited region, the capture rate for the

conical-shaped glass nanopore is given by α = 2πμ
∼
dΔV, where

μ is the free solution electrophoretic mobility, ΔV is the

applied electric potential across the pore, and
∼
d is the

characteristic length of the nanopore (see the Supporting
Information). If the nanopore geometry and size is explicitly
known for a particular experiment, the capture rate can be
directly calculated to determine the unknown sample
concentration without calibration, similar to a pressure-driven
calibration-less quantitation of nanoparticles by calculating the
hydrodynamic resistance.45 Nevertheless, it is well-known that
glass nanopore geometry is widely dispersed.46 TEM character-
ization of each nanopore is often destructive and is time-,
facility-, and expertise-intensive.47 In addition, experimental
conditions such as applied voltage, temperatures, and buffers
also vary from one experiment to the other. To properly
determine the unknown sample concentration, a calibration
curve must be obtained under the same experimental
conditions to extract the capture rate α in that particular
experiment.16 While this could be done, it is often time-
consuming and experimentally challenging due to potential
nanopore clogging under repetitive testing.38

To overcome these challenges, we here developed an in situ
method for determining the capture rate α without the need
for prior knowledge on nanopore experimental conditions.
This is achieved by recognizing that the baseline current carries
information about the background ion translocation rate
(Figure 5a). Therefore, it is feasible to use the ionic
concentration (generally known for a particular experiment)
as the internal reference to estimate the unknown capture rate

α. The baseline current can be estimated as Ib = 2πΛCion

∼
dΔV

(Supporting Information), where Λ is the molar conductivity
which depends on the mobility and valence of the ions as Λ =
ΣiNAeziμi.

48 The previously inaccessible parameter α =

2πμ
∼
dΔV can be rewritten as

α
μ

=
Λ

I
C

b

ion (1)

Eq 1 implies that the unknown capture rate can be derived
from the experimentally accessible baseline current and the
ionic concentration without knowing the nanopore geometry,
size, and the applied voltage. The molecule mobility μ and
molar conductivity Λ can be estimated for a particular
molecule and salt. Thus, the molecule translocation rate R =
αNACmol can be written as

μ
=

Λ
R

N C
C

IA mol

ion
b

(2)

Figure 4. Translocation rate determined by the n/T method for
increasing the observation numbers. The shaded area is the value
obtained by the Poisson fitting method (mean + uncertainty). The
inset shows the mean and uncertainty value comparison between
these two methods.
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To validate eq 2, we performed experiments with 10 kbp
DNA at 24 pM in the 1 M KCl buffer solution. Figure 5b
shows the current time trace at different applied voltages for
two glass nanopores pulled from different batches. Two
features can be observed. First, higher applied voltage leads to
a higher molecule translocation rate, consistent with previous
reports.16 Second, due to the nanopore size variation, the same

applied voltage does not generate the same molecule
translocation rate. This dependence of the translocation rate
on applied voltages and the nanopore sizes indicates that a
calibration curve must be obtained under the same
experimental conditions (the same pore and applied
voltage).31 Fortunately, eq 2 predicts that the molecule
translocation rate scales linearly with the baseline current for

Figure 5. (a) Schematic of ions and molecules translocation through the same nanopore. The ion and molecule translocation rate is experimentally
obtainable from the continuous current readout. (b) Current time trace of 24 pM 10 kbp DNA (in 1 M KCl) translocating through two different
nanopores under different voltages. (c) The molecule translocation rate is linearly proportional to the baseline current for the same test sample
shown in (b). (d) Validation of the calibration-free method for concentration determination. The test was performed with different nanopores and
DNA molecules with different sizes.

Table 1. Summary of Calibration-Free Method for Quantifying Concentration

sample input concentration (pM) Ib (nA) R (1/s) measured concentration (pM)a error (%)b

λ-DNA 12 6.06 0.26 ± 0.03 18.90 ± 2.07 57.50
24 5.93 0.34 ± 0.05 24.90 ± 3.11 3.75
36 6.28 0.58 ± 0.04 40.78 ± 3.92 13.29
48 8.19 0.92 ± 0.05 49.54 ± 3.54 3.20
60 8.40 1.43 ± 0.11 74.93 ± 4.65 24.88

5 Kbps DNA 12 3.96 0.13 ± 0.01 13.89 ± 1.27 15.74
24 4.03 0.22 ± 0.01 24.11 ± 1.64 0.45
36 4.05 0.33 ± 0.02 35.36 ± 2.07 −1.77
48 4.03 0.45 ± 0.03 48.70 ± 3.24 1.46
60 4.46 0.61 ± 0.03 60.49 ± 2.71 0.82

10 Kbps DNA 12 6.21 0.21 ± 0.04 15.15 ± 2.87 26.30
24 6.21 0.34 ± 0.05 24.22 ± 3.63 0.93
36 6.27 0.54 ± 0.07 38.23 ± 5.07 6.19
48 6.83 0.74 ± 0.09 47.59 ± 6.08 −0.85
60 8.51 1.15 ± 0.12 59.53 ± 6.24 −0.78

aCalculated using eq 3 with parameters: μ = 4.1 × 10−8 m2 V−1 s−1, Λ = 10.86 m−1 M−1 S, Cion = 1 M. bError is defined as (measured − input)/
input ×100%.
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a fixed testing molecule and salt concentrations. This is exactly
what we observed in Figure 5c. The molecule translocation
rate versus the Ib indeed falls into a single line for different
pores at different applied voltages.
After verifying this in situ ionic current reference model,

calibration-free quantification of the molecule molar concen-
tration can thus be performed by rewriting eq 2 as

μ
= Λ

C
R

N I
Cmol

A b
ion

(3)

Eq 3 shows that unknown sample concentration can be
quantified without explicitly knowing the nanopore geometry,
size, and the applied voltage, as long as the parameters on the
right-hand side of the equation could be determined. To
validate this method, we tested λ-DNA, 5 kbp DNA, and 10
kbp DNA at five known concentrations (12, 24, 36, 48, and 60
pM) in 1 M KCl buffer, intentionally using glass nanopores
pulled from different batches. Since the free solution
electrophoretic mobility of DNA in the Tris-EDTA buffer
was theoretically49 and experimentally50 shown to be
independent of the DNA length longer than a few persistence
lengths,51 μ of 4.5 × 10−8 m2 V−1 s−1 was used for all DNA
molecules.52 The buffer solution is dominated by 1 M KCl, and
thus the molar conductivity Λ is estimated to be 10.86 m−1

M−1 S.48 Table 1 summarizes the results for this calibration-
free method for concentration measurement. The baseline
current (Ib) and translocation rate (R) was determined from
the experiment. Figure 5d plots the measured versus the input
concentration for all tests. All data points falling into a straight
line of slope 1, indicating the accuracy of the calibration-free
method. It is noteworthy that the molecule concentration
determined by eq 3 is widely applicable to other kinds of
molecules as long as their electrophoretic mobility was known.
One important aspect of the nanopore single molecule

counting method is the upper and lower bound for
concentrations (dynamic range). The upper bound is related
to the maximum count rate, which is determined by the speed
of the electronic detector and the jamming effect when too
many molecules are translocating at the same time.35 On the
other hand, the lower bound (limit of detection) is determined
by two factors. The first is the false positive rate when no
molecule exists in the testing sample. This is similar to the dark
count rate in the single photon counters.53 This false positive
rate determines the minimum count rate at which the signal is
dominantly caused by real molecules presented. The false
detection events are mostly due to the noise in the testing
apparatus. The second factor is the uncertainty in the Poisson
rate determination (Figure 4). Since relative uncertainty of
inferring the rate R is proportional to n−1/2, a large enough
event numbers (N) should be recorded to establish a
sufficiently robust statistical basis. With the translocation rate
R, a minimal recording time of N/R is thus required. Assuming
a practical measurement time of T, a minimal translocation rate
N/T is required, which corresponds to the lower bound of the
molecule concentration. For example, if we need N to be 200
events and a practical experiment time of 30 min, the
minimum rate should be around 0.1/s, corresponding to
∼10 pM in our experimental setup.

■ CONCLUSION

In summary, we presented a nanopore single molecule digital
counting method for isolated molecule quantification without

the need for prior knowledge of experimental conditions such
as nanopore geometry, size, and applied voltage. When single
molecules were electrophoretically driven through the 10 nm
glass nanopore one by one, digital events were registered. We
observed that these digital translocation events follow the
Poisson distribution, consistent with other types of nano-
pores.34 We developed a Poisson statistics-based approach to
determine the rate with a certain confidence interval while the
experiment is ongoing. We recognized that the ionic rates
(baseline current) in a particular experiment could be used as
an effective in situ reference. We developed a quantitative
model for calibration-free quantification of molecule concen-
tration, which was experimentally validated for different
nanopores and DNA molecules. It is noteworthy that the
method is currently validated in high salt concentration. At low
salt concentrations, the electroosmotic flow would start
affecting the translocation dynamics,40 and we are performing
a systematic study to understand the dynamics in this region.
While the results presented in this work were from glass
nanopores and DNA molecules, the principle could be well
extended to other nanopore types and other charged
molecules. We anticipate this calibration-free digital counting
approach would provide a new avenue for nanopore sensors.
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